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Abstract 

This paper presents a unique corpus in-
tended to be shared with the community at 
the crossroad of linguistics and human-ro-
bot interactions (HRI). It is the result of an 
interdisciplinary collaborations within 
Cognitive Sciences combining social neu-
rosciences, computational sciences, robot-
ics and linguistics. It was recorded when 
brain activity of 25 participants was 
scanned using functional Magnetic Reso-
nance Imaging (fMRI) while having uncon-
strained conversations with a fellow human 
or a conversational robotic head. Behaviors 
from the participant and the conversant 
were recorded synchronously (speech, eye-
tracking, head and face movements). Man-
ual and automatic analysis of these behav-
iors provide rich sets of data for the analysis 
of both behaviors and neurophysiological 
responses. Examples of results obtained 
with this corpus are provided. 

1 Introduction 

“Second-person social neuroscience” (Schilbach 
et al., 2013), which puts forward the importance 
of studying real-time social cognition in truly in-
teractive scenarios, inspired a new experimental 
approach in which a natural conversation between 
two persons is recorded (Chaminade, 2017). It is 
now agreed that such interactive approaches are 
necessary to understand social cognition and its 
disorders. Efforts in the field of social neurosci-
ence are therefore currently put in developing 
more ecological paradigms. In terms of methodol-
ogy, the challenge is to investigate unconstrained 
behaviors. The classical scientific methodology 
requires controlling all experimental factors but 
one (or a few) to investigate its effect of the 

system. But this method has seen its limits to in-
vestigate social cognition. The current project is 
part of the endeavor to investigate natural, uncon-
strained behaviors as multimodal corpora.  

Recorded behaviors were natural conversations 
participants were having with a confederate of the 
experimenter or a robotic head resembling the 
confederate while lying supine in a fMRI scanner. 
The robot was controlled by the confederate, un-
beknown of the participant who believed the robot 
to be autonomous. Meanwhile the participant’s 
brain was continuously scanned with functional 
magnetic resonance imaging (fMRI). This mate-
rial should allow us to investigate the neural bases 
of language, of social interaction and the differ-
ences between human-human and human-robot 
interactions (HHI and HRI). But such uncon-
strained behavior poses one major difficulty: what 
do you use as explanatory variable? As many as-
pects of the behaviors as possible are recorded to 
be build time-series predictors for the analysis.  

2 Methods 

In order to investigate natural social interactions, 
it is essential that participants are unaware of the 
real purpose of the experiment. For this purpose, 
a cover story was developed there is a common, 
but loose, goal for the conversation, responding to  
a complex set of specifications: the conversations 
are truly bidirectional, and there is a legitimacy 
for talking with a robot. The experiment is de-
scribed as a neuromarketing experiment, in which 
a company wants to know if discussing with a fel-
low or an artificial intelligence on the images of a 
forthcoming campaign is enough to guess the 
message of the campaign (Chaminade, 2017). 
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Participants (n=25 in the full corpus) were wel-
comed to the MRI center and introduced to the 
cover story. It provided a fake rationale for the ex-
periment and its set-up. Participants were ex-
plained that the study was sponsored by an adver-
tising company to test the key message of a new 
campaign. The message was to be discovered 
through a conversation with another participant 
and a conversational robot, who also had infor-
mation on the campaign and was able to speak au-
tonomously (see Figure 1 for experimental design, 
taken from (Rauchbauer et al., 2019). Participants 
were informed about the study design, which pre-
sented images of anthropomorphized fruits and 

 
1 Furhat robotics: https://www.furhatrobotics.com 

vegetables of the forthcoming advertisement cam-
paign. The participants were told that they should 
talk naturally about each image with the other 
agent (alternating between the human and the ro-
bot), who would be outside the fMRI scanner 
room and connected via live video stream and bi-
directional audio. They were presented with a fel-
low (a gender-matched confederate of the experi-
menter) and the robot, the retroprojected conver-
sational robotic head with gender-matched face 
and voice synthetizer1 (Al Moubayed et al., 2012). 
Participants were told that the robot had infor-
mation on the advertisement campaign and could 
talk autonomously. Unknown to the participants, 

 

Figure 2: Summary of raw recordings. 

Figure 1: Experimental paradigm. 
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the robot was controlled by the human confeder-
ate in a Wizard of Oz configuration (Riek, 2012), 
and the robot’s arguments were pre-written con-
versations based on a behavioral study 
(Chaminade, 2017). Participants were shown the 
conversational robotic head before being brought 
into the scanner room. The participant underwent 
four sessions of approximately 8 minutes of scan-
ning comprising six experimental trials as fol-
lows: an image is presented, then the 1-minute 
discussion takes place alternatively with the hu-
man and the robot, totaling twelve trials of 1-mi-
nute conversations with the human and 12-
minutes of 1-minute conversation for the robot for 
each participant (Figure 1). Noise-cancelling mi-
crophone and headphones allowed fluid conversa-
tion despite MRI noise. At the end of the study, 
the participants were debriefed in an open format. 
Participants could describe their impression of the 
interaction with both the human and the robot. 
Also, it was checked that participants still be-
lieved in the autonomous conversation of the ro-
bot. A total of 12 1-minutes trials per Agent (Hu-
man, Robot) and participant (n=25) are included 
in the corpus. 

3 Data processing 

3.1 fMRI data 

fMRI data processing follows standard procedures 
and is described in previous work (Rauchbauer 
Birgit et al., 2019). In brief, for preprocessing, we 
apply to the acquired echo-planar images capturing 
the blood-oxygen level dependent (BOLD) signal 
slice-timing correction, realignment, unwarping to 
correct for local distortions of the magnetic field, 
and normalization to the standard Montreal neuro-
logical institute space. A number of nuisance co-
variates are calculated to control for movement ar-
tefacts, for potential artefacts from blood pulse and 
respiration, highly relevant in a paradigm involving 
speech, as well as global signal from grey matter, 
white matter and cerebrospinal fluid controlling for 
global fluctuations of the signal unrelated to the 
task [TAPAS toolbox (Kasper et al., 2017)].  

fMRI data analysis first relies on the general lin-
ear model implemented in the toolbox Statistical 
Parametric Mapping (Penny et al., 2011). Each 
trial is modelled as a single regressor, and the im-
ages presented before each discussion are mod-
elled as a single regressor. Single participants 

 
2 version 1.9.9, www.sppas.org/ (Bigi, 2015). 
3 https://hdl.handle.net/11403/convers. 

analyses are then imported into one model in the 
Conn toolbox (Whitfield-Gabrieli & Nieto-Cas-
tanon, 2012) that automates the extraction of 
BOLD time series in regions of interest. A contin-
uous time-series of 385 points covering the ~8 
minutes are extracted (repetition time: 1.205 sec-
onds) for each session and each participant. We 
use a brain parcellation formed on the basis of 
functional and connectivity data, so that the re-
gions of interest represent functionally homoge-
neous ensembles of voxels (Fan et al., 2016). 

3.2 Behavioral data 

Bidirectional conversation was performed via live 
unidirectional videoconference (the participant 
sees the conversant projected on screen) and bidi-
rectional audio connection between participants 
inside the scanner and the human or a robot con-
versant outside the scanner room. We recorded 
the eye movements of the scanned participant (see 
Figure 2). All recordings were time-controlled by 
the clock of the MRI scanner. 

Noise reduction was used to remove MR scan-
ner’s loud noise recorded on the participant’s au-
dio. Denoised participant and conversant data was 
segmented into Inter-Pausal Units (IPUs), defined 
as blocks of speech in between silences of mini-
mum duration 200 ms. Files were uploaded into 
SPPAS2 for manual transcription. Automatic Text 
normalization was performed using the SPPAS 
software tool (Bigi, 2015). Normalized tran-
scribed files of the participants’ and the interlocu-
tors’ (human and robot) conversations are availa-
ble on the data repository Ortolang3 (see example 
of conversations in Appendix A). From these nor-
malized data, a number of linguistic variables can 
be calculated using tools from the Natural Lan-
guage Processing. 

Eye-tracking data was collected from the partici-
pant with an Eyelink 1000 Plus Long Range Mount 
with a temporal resolution of 1000 Hz4. The infor-
mation recorded indicates fixations, saccades and 
blinks as well as the coordinates of gaze direction 
on screen in a standard image coordinate system (x, 
y). Combining eye- and face-tracking data indi-
cates where the participant was looking throughout 
the conversations. 
Videos recorded from the human confederate and 
the robot were recorded at 30Hz used for face-

4 SR Research Ltd., Mississauga, Ontario, Canada, 
https://www.sr-research.com/products/eyelink-1000-plus/ 
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tracking analyses. We used OpenFace (Baltrusaitis 
et al., 2018)  to analyze each video separately. The 
output format of OpenFace is a .csv (comma sepa-
rated value) containing 1800 observations (number 
of images per video). The .csv output file contains 
the 68 facial landmarks, 17 facial Action Units 
(AU), 3 features of gaze movements and 6 features 
of head pose rotations and translations. Detection 
of gaze shows where the confederate is looking.  

3.3 Physiological data  
Physiological data was recorded with the SIE-
MENS scanner’s own system. A photoplethysmog-
raphy unit was positioned on the left-hand index 
fingertip to record pulse oximetry and a breathing 
belt was positioned at the chest level. Data was ac-
quired continuously at the frequency of 200Hz. 
Preprocessing using a specific toolbox (Kasper et 
al., 2017) output a csv matrix with three columns 
corresponding, to the time stamps of the observa-
tion, the cardiac signal and the respiration signal.  

4 Examples of analyses 

4.1 HRI vs HHI 

The first simple contrast between HHI and HRI 
was published in the main publication for this cor-
pus to date. Results confirmed that interacting with 
a human activates nodes of the social brain, in par-
ticular the temporoparietal junction, while interact-
ing with a robot is associated with activation in the 
dorsolateral prefrontal cortex. Extended discussion 
can be found in Rauchbauer et al. (2019). 

4.2 Speaking vs Listening 

A simple use of the transcriptions allows investi-
gating periods when the participant is talking vs lis-
tening, and therefore to map the speaking brain and 
the talking brain in action. With this contrast we 
identify the brain correlates associated with speech 
production, in the motor cortex bilaterally but also 
Broca’s area and the cerebellum (Figure 3, top), 
while listening activates the temporal cortex bilat-
erally (bottom). While this data is unpublished, it 
shows that the same corpus can be used to ask dif-
ferent questions (related to social cognition or to 
language) in participants undergoing a natural in-
teraction, through the use of the recorded behaviors 
and their processing. 

 

4.3 Computational neuroscience analysis 

We are currently developing a method to associate 
behavioral and physiological time-series (Hma-
mouche et al., 2020). In a nutshell, behavioral time-
series are used to predict activity in brain regions 
of interest. The latest results, submitted to ICMI 
2020, demonstrated that despite a difference in lev-
els of activity, the same social features are used to 
predict the activity in areas of the social brain, 
while simpler features (such as speech activity) are 
sufficient to predict act activity in speech-related 
areas. 

5 Conclusions 

We acquired a corpus of natural conversational in-
teractions with a human or a robot, designed to be 
shared. Combining brain neuroimaging and physi-
ology, linguistic transcriptions and visual behav-
iors, it can be used to address multiple questions 
pertaining to social cognition, linguistics and hu-
man-robot interactions. We invite researchers with 
interest in this corpus to contact us in order to col-
laborate to make most of this unique dataset. 
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Figure 3: Analysis of the conversing brain. 
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A Appendices 

Example of Human-Human conversation 
Participant: clearly it's a pear 
Participant: uh 
Participant: a little dented 
Participant: and uh 
Participant: suddenly it seems that she is drunk 
Participant: and 
Conversant: yeah 
Conversant: yeah yeah 
Participant: and uh actually uh 
Participant: at first I thought she was sad but in the 

end I have the impression that it's a little smirk 
Conversant: ah yeah 
Participant: yeah I don't see -end good sadness -end 

it's neutral uh 
Participant: it's not uh so sad 
Conversant: me she looked like uh, I don't know 

how to say maybe annoyed 
Participant: how 
Conversant: maybe disappointed for me 

 
 
Example of Human-Robot conversation 
Participant: then this is a strawberry that is also 

damaged 
Participant: and and who looked 
Participant: lost 
Participant: and smashed 
Participant: for me 
Participant: uh 
Conversant: like the other two 
Participant: uh no 
Participant: not too much the others they had more 

of an expression of pain or er 
Participant: and uh 
Participant: that's it 
Conversant: maybe 
Conversant: this strawberry is distorted 
Participant: yes 
Participant: on the sides 
Conversant: the strawberry is also rotten  


